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1. Introduction 
 

Machine Learning is the study of methods for 

programming computers to learn. Computers are  

 

applied to a wide range of tasks, and for most of 

these it is relatively easy for programmers to 

Abstract: Support vector machine (SVM) is a supervised learning method, which has considerable 

applications. It shows excellent performance in many pattern recognition applications. Also, combining 

SVMs with other theories has been proposed as a new direction to improve classification performance. 

Thus, in this paper some important aspects to reach the best performance in combined algorithms with SVM 

for cancer classification are explained. Since delay and accuracy are the important parameters to improve the 

performance in SVMs, some of the methods with these parameters are compared to use the best algorithms 

in the future works. Finally some directions for researches are provided. 
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design and implement the necessary software. 

However, there are many tasks for which this is 

difficult or impossible. The learning 

classifications consist of four general groups: 

First, there are problems for which there exist no 

human experts. For example, in modern 

automated manufacturing facilities, there is a 

need to predict machine failures before they 

occur by analyzing sensor readings. Because the 

machines are new, there are no human experts 

who can be interviewed by a programmer to 

provide the knowledge necessary to build a 

computer system. A machine learning system 

can study recorded data and subsequent machine 

failures and learn prediction rules. 

Second, there are problems where human experts 

exist, but where they are unable to explain their 

expertise. This is the case in many perceptual 

tasks, such as speech recognition, hand-writing 

recognition, and natural language understanding. 

Virtually all humans' exhibit expert-level 

abilities on these tasks, but none of them can 

describe the detailed steps that they follow as 

they perform them. Fortunately, humans can 

provide machines with examples of the inputs 

and correct outputs for these tasks, so machine 

learning algorithms can learn to map the inputs 

to the outputs. 

Third, there are problems where phenomena are 

changing rapidly. In finance, for example, people 

would like to predict the future behavior of the 

stock market, of consumer purchases, or of 

exchange rates. These behaviours change 

frequently, so that even if a programmer could 

construct a good predictive computer program, it 

would need to be rewritten frequently. A 

learning program can relieve the programmer of 

this burden by constantly modifying and tuning a 

set of learned prediction rules. 

Fourth, there are applications that need to be 

customized for each computer user separately. 

Consider, for example, a program to filter 

unwanted electronic mail messages. Different 

users will need different filters. It is 

unreasonable to expect each user to program his 

or her own rules, and it is infeasible to provide 
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every user with a software engineer to keep the 

rules up-to-date. A machine learning system can 

learn which mail messages the user rejects and 

maintain the filtering rules automatically [1,2]. 

It should be noted that some common 

classification methods in machine learning are 

fisher's linear discriminate analysis, weighted 

voting, Naïve Bayes, neural networks, decision 

tree, cluster, nearest neighbor, support vector 

machines, boosting [3]. This paper is about 

Support Vector Machine (SVM), which 

introduce a learning method. Some of the 

advantages of SVMs are: training is relatively 

easy, good generalization in theory and practice, 

work well with few training instances, find 

globally best model, it scales relatively well to 

high dimensional data [4].  

 

The structure of this paper is organized as 

follows: in Section 2 support vector machines, 

kernel functions, and Kernel Selection are 

described then combined algorithms in SVMs 

and evaluation of the accuracy of them in Cancer 

Classification are presented in Section 3. Finally, 

the conclusion is explained in Section 4. 

2. Support Vector Machine 

Support Vector Machine (SVM) is evolved as an 

active area of research, which is presented 

through statistical learning theory. To develop 

the SVM classifiers, consider a training set 

, where  denotes the input feature 

vector and  the target output. The target output 

 constitutes the positive group while, 

 the negative group [4]. 

The decision surface of SVM in the form of 

hyperplane is written as: 

                                               (1) 

Where x is the input vector, w the weight vector, 

and b the bias. 

The calculation of w and b is subjected to the 

constraints: 

Minimize                                 (2) 

Subject to    

A new set of slack variables are introduced to 

express the above optimization problem: 

http://www.ijocit.org/
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Minimize          (3) 

Subject to    

Where C denotes the regularization parameter. 

The decision function of SVM is defined as: 

                  (4) 

Where  is called Lagrange multipliers and 

 a kernel function that the most popular 

kernel functions are as follow [2, 5, 6]: 

 

A. Polynomials of degree q: 

 

A polynomial mapping is a popular method for 

non-linear modeling where q is selected by the 

user [2, 5]. 

 

B. Radial-basis functions: 

 

This defines a spherical kernel. Where  is the 

center and , supplied by the user, defines the 

radius [2,5]. 

 

C. Gaussian Radial Basis Function: 

Radial basis functions have received significant 

attention, most commonly with a Gaussian of the 

form,  

 

Classical techniques utilizing radial basis 

functions employ some method of determining a 

subset of centers. Typically a method of 

clustering is first employed to select a subset of 

centers. An attractive feature of the SVM is that 

this selection is implicit, with each support 

vectors contributing one local Gaussian function, 

centered at that data point. By further 

considerations it is possible to select the global 

basis function width, s, using the SRM principle 

[6]. 

D. Exponential Radial Basis Function: 

A radial basis function of the form, 
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Produces a piecewise linear solution which can 

be attractive when discontinuities are acceptable 

[6]. 

E. Multi-Layer Perceptron: 

The long established MLP, with a single hidden 

layer, also has a valid kernel representation, 

 

For certain values of the scale, , and offset, , 

parameters. Here the SV correspond to the first 

layer and the Lagrange multipliers to the weights 

[6]. 

F. Polynomials of degree q: 

More complicated kernels can be obtained by 

forming summing kernels, since the sum of two 

positive definite functions is positive definite [6]. 

K ( , x) =  

In practice, a low degree polynomial kernel or 

RBF kernel with a reasonable width is a good 

initial try [7]. 

3. Combined Algorithms in SVM 

Some of the algorithms can be combined with 

support vector machines such as; support vector 

clustering in [8], support vector machine 

classification based on fuzzy clustering for large 

data sets in [9], genetic algorithm (GA) approach 

combined with support vector machines (SVMs) 

for the classification of high dimensional 

microarray data [10] that support vector machine 

classification based on fuzzy algorithms such as 

support vector machine classification based on 

fuzzy clustering for large data sets in [9] and 

pairwise fuzzy support vector machines [7] has 

better performance and accuracy than the others 

that their results are shown. The performance of 

pairwise SVMs in% for hiragana data is shown 

in Table. 1: 

 

 

 

 

Kernel SVM FSV

M 

ADAG 

Max   Min   Ave 

NU

M 

Dot 99.23 99.44 99.53 99.15 99.34 2655 

Poly4 99.45 99.62 99.65 99.39 99.51 2521 

RBF0.1 99.56 99.70 99.70  99.51  99.60 1 

 

Table 1. The Performance of Pairwise SVMs in% for Hiragana Data 
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The comparison between SVM based on fuzzy 

clustering and normal SVM with  data is 

shown in (table (2)) and (table (3)): 

Table 2. Normal SVM 

Normal SVM 

% 

0.25% 

25% 

# 

2725 

27250 

 
7 

- 

t 

3554 

- 

Acc 

99.80% 

- 

50% 54500 - - - 

75% 109000 - - - 

 

 

 

 

Table 3. SVM Based on Fuzzy Clustering 

SVM based on fuzzy clustering 

% 

0.25% 

25% 

 
6 

4 

T 

36.235 

221.297 

Acc 

99.74% 

99.88% 

k 

20 

50 

50% 4 922.172 99.99% 100 

75% 4 2436.372 99.99% 150 

 

H. Evaluation of Accuracy of Standard SVM 

and Combined Algorithms with SVM in 

Cancer Classification 

The accuracy of the most Combined Algorithms 

with SVM, datasets, and the year of published 

them in 2002 until now is shown in Table 4. 

Table 4. Evaluation of Accuracy of SVM and Combined Algorithms with SVM in Cancer Classification 

 
 

Title 
 

 

Dataset 

% 

Accuracy 

 

Year 

1 
 

Study of support vector machine and serum surface-enhanced 

Raman spectroscopy for noninvasive esophageal cancer detection 

[11] 

 

esophageal 

 

85.2 

 

2013 

2 
 

Support vector machine classifier for estrogen receptor positive 

and negative early-onset breast cancer [12] 

 

Breast 

 

93 

 

2013 

3 Diagnosis of breast cancer with an innovative adaptive Support 

Vector Machine [13] 

 

Breast 

 

94.29 

 

2012 

4 Prediction of breast cancer in mammagram image using support 

vector machine and fuzzy C-means [14] 

 

Breast 

 

100 

 

2012 

5 
Epithelial–mesenchymal transition biomarkers and support vector 

machine guided model in preoperatively predicting regional lymph 

node metastasis for rectal cancer [15] 

 

Rectal 

 

72.3 

 

2012 

6 
 

Feature selection for lung cancer detection using SVM based 

recursive feature elimination method [16] 

 

Lung 

 

87.5 

 

2012 

7 
 

An Efficient Breast Cancer Screening System Based on Adaptive 

Support Vector Machines with Fuzzy C-Means Clustering [17] 

 

Breast 

 

99.87 

 

2011 

8 Prognostic classifier for stage II gastric cancer based by support 

vector machine [18] 

 

Gastric 

 

86.3 

 

2011 

9 
 

Application of support vector machine in cancer diagnosis [19] 

Colorectal, 

Gastric, 

 

45.7-97.5 

 

2011 

http://www.ijocit.org/
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?tp=&arnumber=6204531&contentType=Conference+Publications&queryText%3DSupport+Vector+Machine+cancer
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http://ieeexplore.ieee.org/xpl/articleDetails.jsp?tp=&arnumber=6211647&contentType=Conference+Publications&queryText%3DSupport+Vector+Machine+cancer
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 Lung 

10 Breast cancer classification by using support vector machines with 

reduced dimension [20] 

 

Breast 

 

94.40 

 

2011 

11 
 

A Novel SVM based CSSFFS Feature Selection Algorithm for 

Detecting Breast Cancer [21] 

 

Breast 

 

98.2425 

 

2011 

12 
 

Cancer Classification using Support Vector Machines and 

Relevance Vector Machine based on Analysis of Variance Features 

[22] 

 

Lymphom

a 

 

96.20-100 

 

2011 

13 Optimize Support Vector Machine Classifier based on 

Evolutionary Algorithm for Breast Cancer Diagnosis [23] 

 

Breast 

 

100 

 

2010 

14 A Novel Gene-Based Cancer Diagnosis with Wavelets and Support 

Vector Machines [24] 

 

SMD 

 

98 

 

2010 

15 
 

Support vector machines combined with feature selection for breast 

cancer diagnosis [25] 

 

Breast 

 

99.51 

 

2009 

16 Ovarian cancer detection from metabolomic liquid 

chromatography/mass spectrometry data by support vector 

machines [26] 

 

Ovarian 

 

90 

 

2009 

 

17 Detection of Lung Cancer with Breath Biomarkers Based on SVM 

Regression [27] 

 

Lung 

 

more than 

95.5 

 

2009 

 

18 
Feature Selection for Cancer Classification Based on Support 

Vector Machine [28] 

 

Ovarian 

 

100 

 

2009 

 

19 Augmenting Detection of Prostate Cancer in Transrectal 

Ultrasound Images Using SVM and RF Time Series [29] 

 

Prostate 

 

95 

 

2009 

 

20 

 

Support vector machines combined with feature selection for breast 

cancer diagnosis [30] 

 

Breast 

 

99.51 

2008 

 

21 Classification of FTIR Gastric Cancer Data Using Wavelets and 

SVM [31]  

 

Gastric 

 

100 

 

2007 

 

22 
SVM Approach to Breast Cancer Classification [32] 

 

 

Breast 

 

100 

 

2007 

 

23 Multi-class Classification of Cancer Stages from Free-text 

Histology Reports using Support Vector Machines [33] 

 

Lung 

 

64, 82 

 

2007 

 

24 Gene Selection for Cancer Classification using Wilcoxon Rank 

Sum Test and Support Vector Machine [34] 

 

Breast, 

leukemia 

 

100 

 

2006 

 

25 Granular SVM-RFE gene selection algorithm for reliable prostate 

cancer classification on microarray expression data [35] 

 

prostate 

 

100 

 

2005 

 

26 Cancer molecular classification based on support vector machines 

[36] 

 

leukemia 

 

100 

 

2004 

http://www.ijocit.org/
http://www.ijocit.ir/
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http://ieeexplore.ieee.org/xpl/articleDetails.jsp?tp=&arnumber=5362819&contentType=Conference+Publications&queryText%3Dsvm+cancer+%25
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?tp=&arnumber=5209263&contentType=Conference+Publications&queryText%3DSupport+Vector+Machine+cancer
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http://ieeexplore.ieee.org/xpl/articleDetails.jsp?tp=&arnumber=4694116&contentType=Journals+%26+Magazines&queryText%3Dsvm+cancer+%25
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http://ieeexplore.ieee.org/xpl/articleDetails.jsp?tp=&arnumber=4344249&contentType=Conference+Publications&queryText%3Dsvm+cancer+%25
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?tp=&arnumber=4344249&contentType=Conference+Publications&queryText%3Dsvm+cancer+%25
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?tp=&arnumber=4392577&contentType=Conference+Publications&queryText%3Dsvm+cancer+%25
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?tp=&arnumber=4353497&contentType=Conference+Publications&queryText%3DSupport+Vector+Machine+cancer
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?tp=&arnumber=4353497&contentType=Conference+Publications&queryText%3DSupport+Vector+Machine+cancer
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?tp=&arnumber=4072109&contentType=Conference+Publications&queryText%3DSupport+Vector+Machine+cancer
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?tp=&arnumber=4072109&contentType=Conference+Publications&queryText%3DSupport+Vector+Machine+cancer
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?tp=&arnumber=1544483&contentType=Conference+Publications&queryText%3Dsvm+cancer+%25
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27 

 

Gene Selection for Cancer Classification using Support Vector 

Machines [37] 

Colon, 

Leukemia  

 

98,100 

 

2002 

 

4. Conclusion 

Support vector machines (SVMs) are a system 

for training linear learning machines. They find 

optimal linear separator and pick the hyperplane 

that maximises the margin. If the models are 

nonlinear, kernel functions transform them to 

higher dimensional space; in the transformed 

space there is more chance that the classes will 

be linearly separable [2]. 

In this paper we show that learning algorithms 

can be combined with support vector machines 

such as; support vector clustering in [8], support 

vector machine classification based on fuzzy 

clustering for large data sets in [9], genetic 

algorithm (GA) approach combined with support 

vector machines (SVMs) for the classification of 

high dimensional microarray data in [10] that 

support vector machine classification based on 

fuzzy clustering has better performance and 

accuracy than the others [9], also we can use  

 

these algorithms to other fields and compare 

their performance and choose the best one. 
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